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Abstract

Recent papers have taken a new look at cryptographic

protocols from the perspective of proposing design prin-

ciples. For years the main approach to cryptographic

protocols has been logical, and a number of papers have

examined the limitations of those logics. This paper

takes a similar cautionary look at the design principal

approach. Limitations and exceptions are o�ered on

some of the previously given basic design principals.

The focus is primarily on public key protocols, espe-

cially on the order of signature and encryption. But,

other principles are discussed as well. Apparently se-

cure protocols that fail to meet principles are presented.

Also presented are new attacks on protocols as well as

previously claimed attacks which are not.

1. Introduction

Protocols employing cryptography for key distribu-

tion, authenticated and/or con�dential data exchange,

and a host of other applications have been around for

a long time. And, analysis and modelling techniques

for evaluating cryptographic protocols have been re-

searched for well more than a decade (e.g, [9, 19]).

Logical methods have been applied to protocol analysis

almost as long. In fact, some of these logics (especially

BAN logic [7]) have themselves been subject to a good

deal of analysis, e.g., [14, 31, 26, 6, 35]. Burrows et

al. were careful to provide a number of caveats about

the limitations of their logic in [7]. But, this has not

precluded a number of confused applications or misap-

plications of the logic. What the papers just cited have

done is map out in more detail the boundaries of what

BAN logic can be applied to and what one can conclude

from such application. This can prove valuable.

For example, in [26], Snekkenes showed that the re-

sults of BAN analysis is the same for any two protocols

containing the same set of messages regardless of the

order in which they are sent. (The sender and receiver

of each message is nonetheless expected to stay the

same.) To illustrate this, consider a coin-ip protocol.

One way to ip coins in a distributed setting is to have

Alice send Bob messages saying `H' (for heads) and

`T ' (for tails) each encrypted with a key K. He then

chooses one and sends it back. Finally, Alice sends Bob

K. Bob obviously cannot tell whether he is choosing

heads or tails until he has K. But, if the order of the

sent messages is changed so that Alice sends K to Bob

before he chooses, he can always decide how the coin

will land. (Coin ip protocols can be used for establish-

ing keys, for certi�ed mail, and for other applications.)

Note that this is a simple description to illustrate one

point and does not include all the necessary security

mechanisms. We will return to coin ips below.

More recently there has been some emphasis on pro-

viding general requirements [5, 29, 30] and design prin-

ciples [1, 2] for cryptographic protocols. Design princi-

ples have been put forth not only for producing secure

protocols but also for producing protocols whose secu-

rity is easy to evaluate [17].

This paper will attempt to explore some limitations

of the design principle approach to cryptographic pro-

tocols similar to the way that limitations on logical

analysis were explored in the works cited above. One

cannot fairly criticize the design principle approach

simply because exceptions are found to the principles.

Abadi and Needham state at the outset of their paper

that the principles they give are neither necessary nor

su�cient. Nonetheless, it can be just as helpful to be

aware of exceptions and limitations to these principles

as to be aware of the principles themselves. Though we

will make some other points, we will proceed primar-

ily by examining principles involving the encryption of

signed data and/or the signing of encrypted data.

The remainder of the paper procedes as follows. In

section 2 we discuss a protocol message from [34] that
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putatively fails because it is signed before encrypting

rather than vice versa. We provide a solution to the

failure that is both more reasonable at maintaining ac-

countability and more computationally e�cient than

the solution in [34]. In section 3 we discuss the of-

ten reasonable principle that signing messages before

encrypting is the order to follow in maintaining nonre-

pudiability. We look at a putative attack from [2] on a

CCITT X.509 protocol message due to encryption prior

to signing. We show that it is not an e�ective attack.

(Nonetheless, the basic attack structure is quite clever,

and we use it later to construct other attacks.) We also

look at protocols where encryption prior to signing is

desirable, sometimes even as a mechanism to maintain

nonrepudiation. In section 4 we use the technique of

the just mentioned attack to construct an attack on a

coin-ip protocol from [25]. We also illustrate how dif-

�cult it can be to spot oracles by using this to attack

oblivious transfer in an unexpected way. In section 5

we construct the most surprising attack based on the

Anderson-Needham technique. We show how to attack

an auction protocol to alter a bid after it is submitted

even though it is always readible by the receiver and

the receiver maintains an uncompromised copy of the

bid for veri�cation. Finally, we look at the underlying

basis for most of the design principles that have been

given, namely, explicitness. The attack on the auction

protocol shows that even full explicitness does not pre-

vent substitution. And, we discuss protocols for which

explicitness is antithetical to design goals.

2. Is it OK to Encrypt Signed Messages?

In [34], Tsang and John considered a protocol in

which principal A sends a message to B that is signed

with A's signature key and then encrypted with B's

public key. Their analysis of this protocol is that B

can attack the protocol; thus, B cannot prove that A

sent the message (i.e., nonrepudiation is lost). They

conclude that the problem is �xed if A encrypts before

signing.

The protocol that Tsang and John consider is the

following. Suppose that Alice is both Bob's boss and

Chuck's boss. And, suppose that she sends to Bob a

message ffMgK�1a

gKb
. Here `M ' stands for the mes-

sage \Your salary is hereby increased by $5000.", `K�1

a '

is Alice's signature key, `Kb' is Bob's public encryption

key, and subscripting with the relevant key represents

signature or encryption accordingly.

Now, since Bob is able to strip o� the encryption

with Kb, he can send ffMgK
�1

a

gKc
to Chuck (where

`Kc' is Chuck's public encryption key). Chuck now

has proof that Alice authorized a salary increase for

him, and this proof is every bit as good as the legit-

imate `proof' that Alice sent to Bob. Because of this

possibility, Alice can deny having sent the message to

Chuck. Thus, she can equally well refute having sent it

to Bob. But, if she instead sends ffMgKb
gK

�1

a

, Bob's

attack is no longer possible.

Tsang and John's example seems implausible. After

all, any real world authorization for salary increase in-

cludes a unique identi�er for the person receiving the

increase such as a full name, employee ID number, etc.

There are bearer authorizations, messages which apply

to the bearer of that message [22], but these are used

in contexts where a bearer instrument is appropriate.

And, the point of the example is to show that the mes-

sage is transferable in an unintended way. In other

words, it is not meant to be a bearer instrument even

though it appears to function as such. Tsang and John

state that the problem with the message \originates

from the hypothesis that the signer and sender are the

same person." We will return to this. For now, we

note that there is a simple way to securely indicate the

intended recipient of the message, speci�cally, give his

name. If Bob is tied to the salary increase within the

signed message, the attack is not possible. This is in

keeping with Abadi and Needham's third principle: \If

the identity of a principal is essential to the meaning

of a message, it is prudent to mention the principal's

name explicitly in the message."

Tsang and John consider this solution and dismiss

it because \the security of the resulting scheme relies

on the contents of signed messages". It is unclear why

they think this should be a problem. They also cite in-

tegrity concerns, but integrity of signed and encrypted

messages is generally assumed to be addressed on an-

other level of analysis. (Cf. [28] for a discussion of

integrity issues in cryptographic protocols.)

That the signer of a message need not be the orig-

inator of the message is widely recognized. Even if

we do not employ the obvious solution just mentioned,

we still need not resort to principals signing encrypted

plaintext. Tsang and John note that someone guessing

that ffMgKb
gK

�1

a

contains the message \Your salary is

increased by $5000" can check this, thus compromising

con�dentiality. Their solution is to again encrypt this

with Kb, i.e., to produce fffMgKb
gK�1a

gKb
. However,

note that if we reverse the order, i.e., sign then encrypt

then sign, all these problems go away. The content

of fffMgK
�1

a

gKb
gK

�1

a

cannot be con�rmed by anyone

but Bob. If this is the structure of salary increase no-

tices, Bob cannot turn this into a salary increase for

Chuck.

There is still a small potential danger even if Alice

signs then encrypts then signs. The danger is if Bob



strips o� the outer signature and the encryption, pro-

duces ffMgK�1a

gKc
, and he or someone else somehow

tricks Alice into signing this. For example, she might

receive it as a nonce she is to sign to authenticate her-

self. In this case, even though she had once seen the

inner content, it would be impossible for her to recog-

nize it without Chuck's private key. This shows the

danger of signing anything not understood: nonces,

keys, etc. As Abadi and Needham note \signing before

encrypting is not a bill of health". In fact this example

illustrates both the wisdom and a limitation on their

principle 5: \When a principal signs material that has

already been encrypted it should not be inferred that

the principal knows the content of the message. On

the other hand, it is proper to infer that the princi-

pal that signs a message then encrypts it for privacy

knows the content of the message." The second half

of the principle must be read carefully; it only holds if

the same principal who does the signing also does the

encrypting. For example, the attack in this paragraph

shows that the principle does not allow us to infer from

fffMgK
�1

a

gKb
gK

�1

a

that Alice knows the contents of

ffMgK�1a

gKb
even though she may know the contents

of fMgK�1a

. And, in general accord with principle 5, if

we follow the Tsang and John suggestion, even if Bob

produces ffMgKb
gK

�1

a

, Alice can claim that she never

saw the content of fMgKb
.

In any case, three layers of signature and encryption

in whatever order is clearly more computationally ex-

pensive than two. And if Alice simply sends

ff At T1 Alice authorizes a salary increase for Bob

from $X to $X + $5000 gK�1a

gKb

none of these attacks are possible. Tsang and John's

recommendation runs contrary to design principles of

[1] (and, as we will see presently, design principles of

[2]). This leads to their incorrect recommendation. In

the next section, we will begin to look at protocols that

are exceptions to these design principles.

3. Is it OK to Sign Encrypted Messages?

Expanding on Abadi and Needham's �fth principle,

the �rst principle set forth by Anderson and Needham

in [2] is:

Principle 1: Sign before encrypting. If a sig-

nature is a�xed to encrypted data, then one

cannot assume that the signer has any knowl-

edge of the data. A third party certainly can-

not assume that the signature is authentic, so

nonrepudiation is lost.

This principle is predicated on the assumption that

the motivation for digital signatures is to hold princi-

pals accountable for what they say in a manner that

can be proven to an independent party. But, this is

not their only use. There are numerous obvious exam-

ples of protocols where encryption should precede sign-

ing, e.g., voting protocols and blind signature protocols

for preserving anonymity in digital cash systems. In

these examples anonymity is a more important motiva-

tion than nonrepudiation; though both may be present.

These examples may be considered esoteric, but ac-

countability concerns are also not the primary current

motivation for use of public keys. Though this may

change in the not too distant future, to date public keys

have primarily been used for key distribution. And, in

a key distribution protocol the primary goal is secrecy.

The idea is to keep the key, and hence the messages

it protects, con�dential within a limited group, typi-

cally two principals plus possibly a server. While sig-

natures are generally used as part of authentication,

authentication itself is used to keep the key within the

limited group. In key distribution even integrity pro-

tections are primarily for secrecy concerns: messages

are protected from alteration so that the key used and

the group who has it cannot be altered in a way that

allows others access to secrets. While there are impor-

tant attacks on key distribution protocols that spoof

authentication without revealing secrets, these are al-

ways considered less signi�cant than attacks that reveal

a key or secret data to an unintended principal.

This is not to say that nonrepudiation is a nonis-

sue in key distribution. Showing that a principal had

possession of a key makes him potentially liable for its

misuse or at the very least negligent revealing of it, as-

suming this can be traced to him. Rather the point is

that Anderson and Needham's �rst design principle is

fairly speci�c. If one is not motivated by concern about

nonrepudiation, then their principle may not apply. In

fact, we will see below that this principle may not apply

even if one is concerned about nonrepudiation.

Aside from the incorrect recommendations of Tsang

and John, we have also noted that their example used

to motivate encrypting before signing is unrealistic.

But, such criticism cuts both ways. The example that

Anderson and Needham use to illustrate their Principle

1 is itself unrealistic. Unlike Tsang and John, Anderson

and Needham have chosen a real protocol, or at least

a real proposal, viz: CCITT X.509 [8]. What is prob-

lematic in this case is not the protocol but the appli-

cation of their attack to it. The general protocol form

they attack is as follows: Alice sends ffMgKb
gK�1a

,

an encrypted then signed message, to Bob. In the ex-

ample, RSA [24] is used, and some particulars of the

algorithm are relevant. Filling in the RSA details the

sent message becomes (M eb (mod nb))
da (mod na),



where nx, ex, and dx are respectively the modulus, pub-

lic exponent, and private exponent of principal X.

Since Bob can factor nb, and its factors are

only 250{300 bits long, [assuming moduli of

500 to 600 bits] he can work out discrete loga-

rithms with respect to them and then use the

Chinese Remainder theorem to get discrete

logs modulo nb. So, if he wants to get Alice's

`signature' on a di�erent message, M 0, he can

�nd x such that

[M 0]x =M (mod nb)

He then registers (xeb; nb) as a public key with

a certi�cation authority, and claims that the

message signed by Alice was not M but M 0.

This provides a direct attack on CCITT X.509

in which Alice signs a message of the form

(Ta; Na; B;X; fY g
eb (mod nb)) and sends it

to Bob. Here Ta is a timestamp,Na is a serial

number, and X and Y are user data. ([2], p.

237)

The basic attack presented provides important

lessons, but it cannot be used as a direct attack on

the CCITT X.509 protocol they mention. Certi�cation

authorities are expected to maintain copies of old cer-

ti�cates precisely to resolve potential disputes. So, if

minimal standards of key management are maintained,

Bob's attack can be detected.

Bob's deceipt is even detectable directly from the

evidence he himself presents without any help from

authorities. Every CCITT X.509 certi�cate includes a

time it becomes e�ective and a time it expires. The ba-

sic design does not preclude that the start time is before

the present. But, allowing after-the-fact certi�cates is

such a dubious concept that certi�cation authorities

are unlikely to specially con�gure so as to allow this

even if they were unaware of this attack. The certi�-

cate containing (xeb; nb) would have to be generated

after Ta. (Such a system of course assumes that clocks

are maintained to tolerable synchronization levels. As

Abadi and Needham note, this e�ectively brings the

time mechanism everywhere inside the trusted com-

puting base.) Thus, if Bob attempts to claim that

Alice had signed a message containing fY 0

g
xeb rather

than fY geb , and if he uses the certi�cate containing

(xeb; nb) as proof, then the fact that the certi�cate was

not yet good at Ta would obviate his claim and expose

his deception. So, the attack is detectable solely from

data that Bob himself would produce in attempting the

fraud.

Anderson and Needham also present an attack based

on using ElGamal encryption [12] with `trapdoor' mod-

uli. These can be chosen independently of any message

to be attacked. So, timing features of messages and cer-

ti�cates will not preclude such an attack. However, the

consensus amongst the panelists in the paper they cite

is that the odds on �nding trapdoor moduli that are

both useful and hard to detect are currently negligible

[10].

A variant on Anderson and Needham's RSA-based

attack on X.509might still be possible. If Y were previ-

ously known or predictable text for Bob, then he could

register and obtain a certi�cate for (eb; nb) and then ob-

tain a certi�cate for (xeb; nb) before the �rst expires.

He could then have a certi�cate for (xeb; nb) whose time

range includes Ta. Assuming that Y is known or pre-

dictable, this attack is not detectable simply from the

evidence Bob himself presents. But, this attack is still

infeasible unless a number of things all happen. First,

Alice would have to fail to keep a copy of the key she

used to encrypt for Bob. Otherwise this could be com-

pared to the key Bob claims is the right public key

and seen to be di�erent. Second, Alice would have

to fail to receive a certi�cate revocation for (eb; nb).

This puts Bob's attack under potentially impossible

time constraints. (Cf. [27] for a discussion of relevant

issues.) Even if Alice does not receive such a revo-

cation, the existence of certi�cates for two keys, both

valid at the time Alice sends her message, should call

into question any obligation Alice might have based

on her signature on that message. So, this attack also

assumes, contrary to standard recommendations, that

the certi�cation authority does not keep copies of old

certi�cates. It might still be possible to mount an at-

tack such as this if the time that certi�cates are held

by authorities is less than the statute of limitations on

any obligation implicit in the X.509 message.

The failure of the example as an actual attack on

X.509 does not undermine Principle 1. Further, An-

derson and Needham point out that \the weaknesses

we have discussed do not necessarily imply that any

given system based on a protocol criticised above is in-

secure, as there are many ways to implement compen-

sating controls." ([2], p. 245) However, in this case

the controls are known and given in the source they

cite. Furthermore, the attack does not illustrate any

weakness in the protocol for sending con�dential infor-

mation to Bob. (That Bob cannot correctly infer that

this information came from Alice is well known, inde-

pendent of this attack [7, 21].) The Anderson-Needham

attack is based on the assumption that Alice could oth-

erwise be held accountable for the contents of fY gKb
.

But, such an assumption is not justi�ed. This follows



from �fth principle of Abadi and Needham on which

Principle 1 is based: \When a principal signs mate-

rial that has already been encrypted, it should not be

inferred that the principal knows the content of the

message. : : :" In any case, even if the given example

does not constitute a real attack on signing encrypted

data, Principle 1 remains intuitively strong. And, the

Tsang and John protocol has been seen as an implau-

sible example of the need to encrypt before signing to

maintain accountability. Nonetheless, more compelling

examples are available. Consider the following coin-ip

protocol.

A! B : fri1; fHgK; fTgKgK�1a

B ! A : fri2; XgK�1
b

A! B : fri3;KgK�1a

B ! A : fri4;KgK�1
b

Here K is a key for some symmetric key algorithm and

X is randomly chosen from fHgK and fTgK. Note

that which order fHgK and fTgK appear in the �rst

message is expected to be randomly chosen.

The rij serve, amongst other things, as a protocol

run number to guard against replay attacks. An im-

portant feature for messages in this protocol is that

they be current (from the given run). As far as Bob is

concerned messages need not be virgin (not previously

used) or fresh (from the present epoch). Alice, on the

other hand, requires that K be virgin, lest Bob be able

to determine what he has received in the �rst message.

The rij also prevent an outside intruder from substi-

tuting messages from parallel sessions between Alice

and Bob to cause them to get di�erent results from the

ip. (Roughly similar attacks on roughly similar pro-

tocols are discussed in [33].) The second subscript in

the rij indicates additional information that is assumed

to be included (clearly) in the message. For example,

ri2 might represent \This is Bob's choice between mes-

sages received from Alice for a coin ip in protocol run

ri." Note that we follow Abadi and Needham's Princi-

ple 10, which tells us that it should be possible to tell

the encoding used for rij. The English is clear enough,

but more e�cient encodings of these meanings may be

possible. ri2 will also keep Bob from being held ac-

countable for signing something unintended, e.g, if the

content of X is \Bob owes Alice $100". The proto-

col itself is a variant on early protocols that have been

attributed to Blum and to Even.

The important thing to note about this protocol is

that Alice's signature on the unencrypted H and T

is useless. If Bob wants to argue before a judge that

Alice engaged in this protocol run, it will not help to

prove that she once said \heads" and once said \tails".

What will help is that he has her signature on the two

encrypted messages and he has her signature on the

key. Nonrepudiation is only preserved in this case if Al-

ice encrypts these messages before signing. There are

numerous obvious examples of protocols where encryp-

tion should precede signing, e.g., voting protocols and

blind signature protocols for preserving anonymity in

digital cash systems. But, these examples are examples

where anonymity is more important than nonrepudia-

tion. The lesson of this example is that there are cases

where encryption should precede signing, even cases

in which nonrepudiation is a concern. This does not

mean that Principle 1 is incorrect for most straightfor-

ward cases. It does mean that Principle 1 should not

be followed blindly.

4. Is it OK to Encrypt Encrypted

Messages?

Consider the following coin-ip protocol given in

[25]. Alice and Bob choose keys Ka and Kb. Al-

ice appends a random string to `heads' and another

to `tails' forming M1 and M2 (not necessarily respec-

tively). She encrypts these with Ka and sends them to

Bob. He then picks one, encrypts it with Kb to form

ffMigKa
gKb

and sends this to Alice. The protocol as-

sumes that encryption commutes; so Alice can form

fffMigKa
gKb

gK�1a

= fMigKb
which she send to Bob.

He now decrypts this and sends it to Alice. If the ran-

dom string matches she sends him her key. He then

sends her his key.

A! B : fM1gKa
; fM2gKa

B ! A : ffMigKa
gKb

A! B : fMigKb

B ! A : Mi

A! B : Ka

B ! A : Kb

The protocol does not have to use public keys; anything

will do as long as the encryption algorithm commutes.

Of course this does not hold for most symmetric key

algorithms such as DES. When presenting this proto-

col Schneier o�ers RSA as an example for which it does

hold. This is an overstatement. It only holds for RSA

if there is a common modulus. Normally, a common

modulus can lead to attacks [20]. In this particular

application none of those attacks apply; however, it is

possible to construct one that does.

Before discussing the attack, we note that the ran-

dom strings in M1 and M2 are unnecessary. For, if

Bob substitutes, e.g., `heads' for `tails' when he �-

nally sends cleartext to Alice, she will be able to de-

tect this when the keys are revealed. And, she can



prove it to a third party; so, the protocol preserves

nonrepudiation|assuming, as in the last example, that

signatures are added to each message. Note that for all

the messages save one, the signature would be on en-

crypted text or on keys, i.e., on apparantly random

strings. Nonetheless, nonrepudiation is preserved be-

cause of the connection between the three messages

each principal sends. Of course, there should ordinar-

ily be su�cient identifying plaintext attached within

the signature lest a principal construct another expla-

nation for the messages he or she sent.

If we assume that Alice and Bob are using RSA

with a modulus in the 500{600 bit range, then Bob

can mount an attack similar to the one Anderson

and Needham directed at CCITT X.509. Speci�-

cally, using the technique of Anderson and Needham,

he simply chooses two keys Kb1 and Kb2 such that

ffM1gKa
gKb1

= ffM2gKa
gKb2

and ffM2gKa
gKb1

=

ffM1gKa
gKb2

. Then, when he receives fMigKb
, he can

decrypt it using bothKb1 andKb2 and determine which

decryption corresponds to to M1 and which to M2. He

can then send whichever message Mi he chooses, send-

ing the corresponding key in the �nal message. he can

choose to return theMi from that message or the other.

Unlike the attack on CCITT X.509 this is completely

undetectable in any circumstance since the keys used

are not revealed to anyone until after the fact.

Notice that, without the last message, the protocol

attacked has the same basic structure as some oblivious

transfer protocols. (Oblivious transfer protocols trans-

fer a message fromAlice to Bob with a �fty-�fty chance

of success in such a way that Alice cannot tell if it has

succeeded. They can be used amongst other things to

construct contract signing protocols.) Surpisingly, this

attack allows Bob to use Alice as an oracle so that the

chance of transfer becomes 100%. Speci�cally, suppose

that each ofM1 andM2 contain either a message to be

transferred to Bob or random garbage. Once Alice has

sent Bob the third message, if he decrypts using one

key he gets M1 and if he decrypts using the other he

getsM2. So, he can always obtain the desired message.

This reects on two other Anderson and Needham

principles. Principle 3 says, \Be careful when signing or

decrypting data that you never let yourself be used as

an oracle by your opponent." This attack shows how

tricky spotting an oracle attack can be. There is no

reason to suspect an oracle attack here. Decrypting one

message encrypted with Alice's public RSA key should

have nothing to do with decrypting the other. Yet, Bob

creates a relationship between the two messages that

has nothing to do with their explicit internal structure,

i.e., with their being encrypted by Alice, such that her

decrypting either of them is e�ectively for him the same

act.

Principle 6 says, \Do not assume that a message you

receive has a particular form (such as gr for known r)

unless you can check this." In the above attack Alice

does receive ffMigKa
gKb

and can even verify this at

the end of the protocol. Nonetheless, Bob is able to

attack. This is because in the attack ffMigKa
gKb

=

ffM1gKa
gKb1

= ffM2gKa
gKb2

. Unless the mathemat-

ical structure for encryption, decryption, and signa-

ture is a free algebra there is no guarantee that form is

unique.

This paper is primarily about limitations and excep-

tions to previously stated design principles. However,

in light of the last paragraph we o�er one new principle

at which others can take a crack.

Do not assume that a message you receive has

only a particular form (such as gr for known

r) even if you can check this.

One might suggest protecting the basic coin-ip pro-

tocol by increasing the size of the modulus to a point

where Bob cannot calculate discrete logarithms on the

factors. However, the protocol does not need to rely on

factoring. Despite being suggested as having the appro-

priate structure, RSA is therefore not an appropriate

algorithm for this protocol. It is more reasonable to

simply use a prime modulus su�ciently large to make

�nding discrete logarithms hard. This would be sim-

pler to implement, computationally cheaper, and not

subject to the above attack.

5. Is it OK to Sign Signed Messages?

The next type of attack we discuss is the most sur-

prising developed from the basic Anderson-Needham

technique. All of the previous attacks involved mes-

sages that could not be read at the time they were

received. In this type of attack, the receiver can read

the entire content of the message; yet, he is still tricked

into later thinking he had received a di�erent message.

(What is not surprising is that these most surprising

of attacks require the most restrictive implementation

assumptions; nonetheless, the examples we present are

still instructive. We will discuss implementation as-

sumptions below.)

Consider a closed-bid auction. The auction proto-

col should keep the bids of bidders private until after

the bidding is closed. It should also provide each bid-

der with a receipt for his bid to be used in resolving

any disputes that may arise once the winning bid is

announced. The following protocol is designed to meet

these requirements. Principals directly involved in the

protocol are the bidders, a bid registrar who certi�es



and registers the bids, and an auctioneer who decides

the winning bid and announces the result. (The auc-

tioneer and the registrar could be the same principal.)

An invitation for bids is posted to a public site in-

cluding: a description of the item up for bid, an iden-

ti�er for the item, and an expiration time after which

bids will not be accepted. (This posting is assumed

to be protected for authenticity and integrity.) Alice

sends to the bid registrar her bid signed with her key

and encrypted with the registrar's public key. The reg-

istrar checks the signature and that the bid is of the

right form (e.g., constitutes a bid on an item for which

bidding is not closed.) If the bid is acceptable, the reg-

istrar sends an acceptance receipt to the bidder, logs

the bid and forwards it to the auctioneer. If the bid is

not acceptable, the registrar again sends a receipt to

the bidder and logs the bid, only now the receipt and

log reect that the bid is not acceptable. In this case

the bid is not given to the auctioneer. After bidding

is closed, the registrar sends a message to the auction-

eer telling him that all bids have been sent. The auc-

tioneer then chooses the winning bid on that item and

announces the winning bidder and bid.

Such a protocol could be used both when o�ering

items bidders would like to obtain and when request-

ing bids for contracts bidders hope to get, i.e., in cases

where high bid wins and in cases where low bid wins.

Depending which of these is the intended application

the protocol might be further tailored to meet addi-

tional speci�c requirements.

Here is a basic description of the interaction between

bidder Alice and the bid registrar in the submitting of

an acceptable bid.

A! R : fCerta;M1gKr

R! A : ffM2;M1gK�1r

gKa

Here Certa is Alice's public key certi�cate from a rel-

evant authority, M1 is

fAlice bids $X on item Y at Ta.gK�1a

, and M2 is \Al-

ice's bid of $X on item Y is accepted at Tr ." If Alice

wants to contest the outcome of the auction, say be-

cause she feels that she had outbid the winning bidder,

she can use the (unencrypted) contents of her receipt

from the registrar to appeal. Note that it is up to Alice

to produce a receipt and a key certi�cate; the registrar

only keeps a copy of the bid to guard against fraudu-

lent claims. If he were aware of the following potential

attack, he could detect it by simply keeping a copy of

Certa together with the bid. In the absence of such

concern he has no reason to keep certi�cates (unless

he has some key management responsibilities as well).

We are assuming that he does not keep the certi�cate

Alice sent to him.

Suppose Alice would really like to obtain an item

up for bid, but she wants to get it as cheaply as pos-

sible. In basic RSA, signing and encrypting are math-

ematically the same; they are di�erentiated only by

whether the exponent is publically known or not. So,

if signatures in this protocol are based on RSA with

a modulus of 500{600 bits, then she can use the basic

Anderson-Needham technique to mount an attack as

follows. She prepares two bids, one at the low end of

what she expects is su�cient to win the auction and

the other at the high end. She then �nds two keys us-

ing the Anderson-Needham technique such that one is

an integer power of the other (modulo her modulus).

She obtains certi�cates for each of them and sends the

low bid in to the registrar. If she wins the bid, she does

nothing more. If she loses and the winning bid is lower

than her high bid, she submits her receipt along with

the key certi�cate for the high bid as evidence that the

registrar recorded the wrong bid value for her. When

this is checked against the signed bid logged for her, it

is determined she is right, and she wins the bid. (It is

conceivable that in the face of such an error, instead

of her winning the bid the auction is declared invalid.

This at least gives her another opportunity to bid on

the item rather than losing it.)

If key certi�cates do not contain relevant temporal

information, then Alice can even wait until after she

�nds out the value of the winning bid before choos-

ing her high bid and corresponding key. However, if

such information is included (as it is in most systems)

then her claim in this case would reveal her fraud, just

as in the Anderson-Needham attack on CCITT X.509.

Even if the two bids are chosen prior to submission,

there are a number of assumptions that must hold for

the attack to succeed. She is still subject to some of the

impediments to success and vulnerabilities to discovery

discussed in section 3 in connection with the variant

attack on X.509. She need not worry about the reg-

istrar keeping the submitted certi�cate since this was

explicitly ruled out. Note that in the variant attack on

X.509 the party being defrauded had a vested interest

in keeping the key around for liability reasons. In this

case, the auction house has no such motivation. In fact,

from a �nancial point of view, they have an interest

in having the attack succeed even if they know about

it|provided that their tail is covered against liability,

which it would be, and provided that this possibility of

attack is not known to other participants. Thus, unless

another bidder suspects fraud and can �nd the related

key certi�cates at the certi�cation authority she will

not be detected solely because `duplicate' certi�cates

exist. And, since the fraud is directed at the registrar,

who accepts responsibility for the error, there is some-



what less chance of such a search than in the X.509

attack. Alice may also be able to time the submission

of key certi�cate requests and submission of her bid so

as to minimize the chance that prior to logging her bid

the registrar receives a certi�cate revocation for the ac-

companying key. We must relatedly assume that the

registrar does not check key certi�cates of bids logged

since the last revocation list against the current list.

An important issue for the feasibility of this attack is

the nature of digital signatures. Current typical digital

signature algorithms work by taking a hash or check-

sum of a message and e�ectively signing this. The

plaintext message is then sent with the signed hash of

the message. Thus, for a normally implemented RSA

signature it is the hash that is raised to the private ex-

ponent of the signer. (The standard protocol notation

for representing signing as the inverse of encryption is

therefore somewhat deceptive.)

In the auction protocol example the bid registrar

signs a message already signed by the bidder. If the

registrar applies the hashing function and exponentia-

tion only to the bidder's signed hash, then the attack

is not a�ected by the hashing prior to exponentiation.

More typically, however, the registrar takes a hash of

the plaintext together with the bidder's signature on

a hash of it and signs this. In this case the attack is

less likely to succeed. For, the receipt that the bidder

has will not be able to show the registrar's signature

on on the claimed bid. She could still claim that the

registrar made a mistake not just when logging the

bid but when copying the plaintext of the signed mes-

sage. This would imply either that the registrar had

not properly checked the bidder's signature or that the

exact sequence of events at the registrar were such that

the registrar was able to �rst con�rm the bidder's sig-

nature on the bid and then accidentally alter the signed

bid and log the incorrect value.

The attack could still proceed if the bidder were able

to construct two bids such that the hash of one to-

gether with her signature was the same as the hash

of the other together with her signature. While this

is theoretically possible, hash functions are designed

to make it di�cult to �nd such collisions. Because of

the complications introduced by hashing, any attack

based on �nding collisions in signed messages using

the Anderson-Needham technique is likely to be harder

than an attack based on �nding collisions in encrypted

messages using the technique. This provides further

rule-of-thumb incentive to follow Anderson and Need-

ham's recommendation to sign before encrypting.

Note that the secure auction service of Franklin and

Reiter [13] is not vulnerable to such an attack. First,

since digital money must be put up against any bid

in their auction, the attack requires the active partic-

ipation of a bank. Second, since they protect against

certain attacks by agents of the auction house, the bid

is submitted in multiple places. It is thus unlikely that

one could sustain a claim that all receivers of a bid

made the same error in logging its value.

The above auction protocol is new; whatever plaus-

ability or value it might have, an obvious objection to

this attack is that it is on an example that has never

been seriously put forth for use. One response would

be to �x the protocol and/or implementation assump-

tions to avoid the attack and posit it for use. That is

outside the scope of this paper. Another response is to

demonstrate a similar attack on a published protocol.

The Internet Billing Server (IBS), under develop-

ment at Carnegie Mellon is intended to provide billing

services for service providers on the Internet. In [23], a

number of alternative transaction protocols for IBS are

presented including some based entirely on public key

cryptography. The protocol we examine was not ulti-

mately recommended for use; however, this was due to

considerations other than security vulnerabilities. It

was also examined in [18] for accountability guaran-

tees. Some redundancies were found but no security or

accountability problems. This protocol takes place be-

tween three principals: end user, E, service provider,

S, and billing server, B. It occurs in three phases,

pricing assurance, service provision, and invoice con�r-

mation and payment. In pricing assurance, E requests

and receives a signed price per item statement from S.

In service provision, E requests a speci�c number of

items at the quoted price, receives this from S, and ac-

knowledges their receipt. In invoice con�rmation and

payment, invoices of the sale are sent by B to E and

S. The three phases of the protocol run as follows:

1: E ! S : fPrice RequestgK�1e

2: S ! E : fPrice=itemgK�1s

3: E ! S : ffPrice=itemgK�1s

item@pricegK�1e

4: S ! E : fServicegK�1s

5: E ! S : fService AcknowledgementgK�1e

6: E ! S : fInvoice RequestgK�1e

7: S ! B : ffInvoicegKb
gK

�1

s

8: B ! S : ffInvoicegKs
gK�1

b

; ffInvoicegKe
gK�1

b

9: S ! E : ffInvoicegKs
gK�1e

Invoice here includes message 3, and S's signature

on message 5. If E would like to get goods without pay-

ing for them, he can use the Anderson-Needham tech-

nique to construct two keys. One will reveal message 6

to acknowledge less than the actual amount of service,



and the other will show the actual amount. Once the

full protocol completes, E can complain that he has

not received everything he payed for. The invoice will

back him up on this, and S will send him more items.

If S would like to cheat E, he can use the Anderson-

Needham technique to construct two keys: one reveal-

ing a low Price=item in message 2, the other revealing a

high Price=item. The `low price' key is given to E, and

the `high price' key is registered for use with Invoice.

Both of these attacks involve signi�cant implemen-

tation assumptions. Keys are expected to be registered

and handled along the lines of X.509 [8]. Thus, timing

issues like those that a�ected the Anderson-Needham

attack on X.509 are a factor here as well. For E's at-

tack, he would need to make sure that the key given to

S is revoked and replaced prior to service provision by

the key used to acknowledge fewer items. If S does not

check the revocation list (e.g., if replacement occurs

after the whole protocol has started, particularly after

he has obtained the end user's key to con�rm message

1), then E's complaint will be corroborated by the in-

voice. Unless S is keeping records that he is supposed

to rely on the key server/billing server to keep, the ev-

idence he has will show him that he must have sent

too few items. S's attack is even trickier since the key

associated with the invoice might need to be valid at

the time that E signed message 3. All the details of

key management are not discussed in [23]. The proto-

col has not been pursued in development of the IBS,

and the ones that have been pursued are not subject

to this kind of attack. Thus, any speculation we make

about the feasibility of these attacks on this protocol

must remain on the hypothetical level. Furthermore,

the same problem that arose in the auction attack be-

cause of the use of hashing in digital signatures arises

for these attacks as well.

6. Does it Pay to be Explicit?

Explicitness is the \overarching principle of which

others are in some sense instances" [2]. In [1] it is

given as Principle 10:

If an encoding is used to present the meaning

of a message, then it should be possible to tell

which encoding is being used. In the com-

mon case where the encoding is protocol de-

pendent, it should be possible to deduce that

the message belongs to this protocol, and in

fact to a particular run of the protocol, and

to know its number in the protocol.

A limitation that we saw above on this principle is that

a protocol can meet this requirement and still be sub-

ject to attacks because the same bit string can have

two meanings, even within the same basic encoding.

And, whether the meaning is eventually revealed, as

in the coin-ip of section 4, or even explicitly given,

as in the above auction protocol, it is still subject to

this ambiguity attack. This reects the principle we

enunciated in section 4: don't assume that a message

you receive has only a particular form even if you can

check this. This is, however, more of an implementa-

tion than a design principle. In fact, on the usual level

of protocol description Abadi and Needham's principle

is probably as good as one can get because there is no

way to represent this kind of ambiguity that depends

on features of the encryption algorithm used. (We have

decided to beat others to the punch by criticizing our

own principle.) There is, however, another limitation

that occurs at the appropriate level of description.

Abadi and Needham introduce Principle 10 by not-

ing, \It seems important that principals recognize mes-

sages for what they are, and can associate them cor-

rectly with the current step of whatever protocol they

are executing." This is also the guiding idea be-

hind other explicitness principles, e.g., Gong's fail-stop

protocols [17] and the causal consistency criterion of

[32]. But, there are perfectly good protocols that vi-

olate these principles. In fact, some even derive their

strength largely from their violation of these principles.

Protocols have been proposed that are resistant to at-

tacks based on guessing poorly chosen keys or pass-

words [3, 4, 16, 15]. These work largely by having the

plaintext contents of encrypted messages be unrecog-

nizable. For example, in the basic EKE protocol of

Bellovin and Merritt the only contents of any encrypted

message is either a key or a nonce (that has not ap-

peared as cleartext) or the encryption of a key or such

a nonce. No principal can tell prior to the last message

he receives that any message is from a given protocol

run. Which message is which is discernible after the

fact by the legitimate principals, but, during a run no

message can be veri�ed to be part of the protocol or

even linked to any other message by means of encrypted

text. The protocol proceeds e�ectively on faith until

the end. Such a protocol might seem to be outside the

scope of all the usual design principles; however, it is

really fundamentally guided in design by Anderson and

Needham's Principle 3: \Be careful when signing or de-

crypting data that you never let yourself be used as an

oracle by your opponent." In fact, such protocols show

that similar caution should be followed when encrypt-

ing data. Note that even when designing a protocol

speci�cally to guard against guessing attacks spotting

the oracle can be di�cult [11].



7. Conclusions

We have looked at a number of protocols and at-

tacks thereon, ones that illustrate stated design prin-

ciples and ones that serve as exceptions to them. In

section 2 we saw that, contrary to the recommenda-

tions of [34], nonrepudiation of basic message content

is usually better preserved by encrypting before sign-

ing, rather than vice versa. In section 3 we saw that

there are other motivations for protocols involving dig-

ital signatures than nonrepudiation. Thus, the sign-

before-encrypting principle of Anderson and Needham

may not be fully general. Further, we saw in the coin-

ip example of that same section that it may be neces-

sary to encrypt before signing to preserve more subtle

nonrepudiation. Leaving nonrepudiation aside, we saw

in section 4 that spotting oracles can be very di�cult

because, even if a message has a veri�able form, it may

have another form as well. In fact, in section 5 we saw

that a protocol can be attacked for this reason even if

message content is not only veri�able but always read-

able. Finally, in section 6 we looked at the explicitness

principle: the signi�cance of a message should be clear

to the intended recipient of that message. We saw that

this may run contrary to other design principles such

as not allowing yourself to be used as an oracle.

One may come to the end of this paper with a feel-

ing of frustration born of looking in vain for a single

recommendation that is o�ered without a counterven-

ing caution against it. As the last section illustrates,

following one design principle will sometimes lead to

violating another. If the reader has such a feeling of

disquiet, then we have done our job. Design principles

are rules of thumb. It is tempting to use them simply

as an after-the-fact idiot check. They can be very use-

ful in that regard for catching simple errors. But, we

should not infer from the fact that we meet even all

the ones we have that the result is a good design. This

motivates us to o�er in parting one overarching design

principle:

Use design principles at the beginning, mid-

dle, and end of designing a protocol. First,

use them to guide your preliminary design.

Then, when you have a speci�cation, go

through them all and look at the motivation

for applying the principle in the given con-

text. Is the motivation best served by fol-

lowing the principle, and if not, how might it

better be served? When you have a �nal de-

sign, go through the principles again and look

at those you violated. Make sure you have a

good reason for doing so in each case.
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